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Multifidelity Analysis of Acoustic
Streaming in Forced Convection
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This research effort is related to the detailed analysis of the temporal evolution of ther-
mal boundary layer(s) under periodic excitations. In the presence of oscillations, the non-
linear interaction leads to the formation of secondary flows, commonly known as
acoustic streaming. However, the small spatial scales and the inherent unsteady nature
of streaming have presented challenges for prior numerical investigations. In order to
address this void in numerical framework, the development of a three-tier numerical
approach is presented. As a first layer of fidelity, a laminar model is developed for fluctu-
ations and streaming flow calculations in laminar flows subjected to traveling wave dis-
turbances. At the next level of fidelity, two-dimensional (2D) U-RANS simulations are
conducted across both laminar and turbulent flow regimes. This is geared toward extend-
ing the parameter space obtained from laminar model to turbulent flow conditions. As the
third level of fidelity, temporally and spatially resolved direct numerical simulation
(DNS) simulations are conducted to simulate the application relevant compressible flow
environment. The exemplary findings indicate that in certain parameter space, both
enhancement and reduction in heat transfer can be obtained through acoustic streaming.
Moreover, the extent of heat transfer modulations is greater than alterations in wall
shear, thereby surpassing Reynolds analogy. [DOI: 10.1115/1.4045306]

Keywords: acoustic streaming, Stokes layer, forced convection heat transfer, heat
transfer enhancement, heat transfer reduction

1 Introduction

The major portion of literature on heat transfer enhancement
either deals with the addition of turbulence to the flow inside a
heat exchanger or the control of boundary layer separation and
reattachment. To this end, many active and passive methods have
been used [1]; typical examples include mixing of particles in the
heat carrier, flow suction, jets, surface vibration, installation of
ribs, roughening of surfaces, or the use of flow swirlers. The most
efficient heat-transfer enhancement method should alter the flow
only near the wall, which limits the overall pressure loss while
promoting locally large temperature gradients.

The periodic perturbation of boundary layers can be used to
alter the near wall flow without significantly affecting the
mainstream. The fundamental physical principle of periodically
perturbed boundary layers can be explained by the aerodynamic
Galilean transformed version of Second Stokes problem.
For negligible convective terms, the physics reduces to the one-
dimensional parabolic diffusion equation. Assuming a harmonic
oscillation for the freestream component, the viscous boundary
layer response expresses shear to originate from the wall and to
propagate into the fluid by means of an exponentially damped
wave of varying phase lag. The length scale associated with this
attenuation process determines the thin near wall region which
contains the viscous effects and is known as the Stokes layer ðgsÞ.
Due to the nonlinearity of the convective acceleration terms, a
nonzero mean flow is generated from zero-mean fluctuations,
known as “steady streaming.” Thereby, an ordered formation of
periodic vortex pairs arises parallel to the wall, inside and outside
of the Stokes layer.

In the case of nonvanishing mean flows (advection), there is an
interaction between the Stokes and steady boundary layers. This
leads to the formation of a secondary layer within which the effect
of fluctuations is significant. The layer thickness depends on the
fluctuation amplitude, the frequency, and the viscosity. At the
high frequency oscillation limit, this secondary layer is signifi-
cantly thinner than the steady aerodynamic boundary layer, which
enables its independent treatment [2–4]. In contrast, for lower fre-
quency oscillations, their interaction is coupled, streaming induces
additional gradients near the wall.

Traditionally, the streaming problem has been attempted to be
solved using reduced order modeling. For a flat plate laminar
boundary layer, a semi-analytical approach to calculate streaming
velocity for standing wave type disturbances has been proposed
by Lin [5]. However, it has never been applied to actual computa-
tions of streaming velocities. This is likely due to its applicability
limitations to high frequency and standing wave type disturban-
ces. Under the high frequency approximation, the theoretical
framework involves a separate solution for the fluctuating compo-
nent of the flow, which can be used to calculate the nonlinear fluc-
tuating flow contribution to the mean flow.

An alternative method, which employs linearization of small
oscillation amplitudes is proposed by Lighthill. The assumption
that the amplitudes of temporal oscillations is small allows for the
problem to be solved by first invoking the mean flow equation,
which is then introduced into the fluctuating flow according to the
Karman Pohlhausen approach. Using this method, separate solu-
tions of fluctuating flow for small and large frequencies are
obtained. Lighthill’s approach is extended to the case of traveling
waves with varying propagation speeds [6]. Results indicate large
effects of the traveling wave velocity on fluctuations inside the
boundary layer.

Telionis and Romaniuk [3] extend Lighthill’s approach to
include a third streaming term in addition to mean and fluctuating
components. With the addition of the energy equation, streaming
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is calculated for both velocity and temperature fields in a linearly
accelerating flow with temporal disturbances imposed at the free-
stream and inlet. Significant thermal streaming effects are noted,
and the streaming is shown to be a strong function of the fre-
quency parameter. However, the research effort does not attempt
to isolate the effect of freestream fluctuations from the accelera-
tion of the mainstream flow.

With the advancement of modern computational fluid dynamics
tools, higher order analysis of the problem has been considered.
Initially, periodic external perturbations and their aero-thermal
impact on turbulent structures have been studied by unsteady
Reynolds Averaged Navier Stokes (URANS). The effect of
Prandtl and Strouhal numbers on the heat flux oscillations is
analyzed [7]. In two-dimensional (2D) evaluations, transient heat
flux is shown to be a strong function of thermal to momentum
boundary layer thickness ratios [8]. Through the ability to cope
with growing computational cost, large Eddy simulation and
direct numerical simulation (DNS) investigations are conducted
for an incompressible channel flow with pulsating pressure gradi-
ent over a range of excitation frequencies [9]. Having a smaller
Stokes layer thickness that lies within the viscous sublayer, higher
excitation frequencies do not affect the turbulent structures con-
siderably. Therefore, the lower frequency pulsations are demon-
strated to be more conducive to flow modulation. Furthermore, in
an attempt to identify the relevant coherent structures in an oscil-
latory boundary layer, DNS analysis is performed [10] and
streaks/structures inside the inner wall layers are found to have
frequency double the freestream oscillations. In the presence of
highly unsteady instantaneous flow features, as the temporally
averaged heat transfer does not necessarily directly correlate with
time-mean aerodynamic fields due to different time scales, the
subsequent impact on local surface heat exchange is not obvious.
Moreover, among the few works focusing on numerical heat trans-
fer simulations in the presence of pulsatile flow [11], no signifi-
cant impact is seen on time-averaged temperature profiles with or
without excitations.

Due to small spatial scales, and the presence of solid–fluid
interface, the experimental data are generally scarce for streaming
under nonzero mean flow conditions. Focusing only on the aero-
dynamic part, turbulent oscillating boundary layers are studied
through experiments [12–14] and the presence of Stokes layer is
identified. However, only two studies (Hill and Stenning [15],
Patel [6]) provide information about the fluctuating flow ampli-
tude and phase in laminar flow. Comparing the Lin [5] and
Lighthill [2] solutions with experimental results [15], good corre-
lation is observed in high frequency temporal oscillations. For low
frequencies temporal oscillations, experiments match calculations
of Lighthill [2] and Nickerson [16]. However, for intermediate
frequencies, calculations do not match well with the data. Later,
in an attempt to imitate a traveling wave disturbance, vortices
from oscillating flaps are used to perturb flow over a flat plate by
Patel [6]. It is observed that the phase of oscillations near the wall
differs significantly from the phase in the freestream. However,
his calculations do not match well with the experiments per-
formed. Moreover, the experimental literature studying the effect
of streaming on forced convection is rather inconclusive due to
the scattered, and conflicting findings. Some studies present a
notable augmentation in heat transfer [17–21], whereas others
demonstrate a detrimental or negligible influence [22–27].

1.1 Motivation. Building upon the existing scientific litera-
ture, streaming in nonzero mean flows introduces additional gra-
dients to the solid–fluid interface under specific conditions. If
implemented adequately to forced convection problems, this
introduces the possibility to enhance or reduce heat transfer on
attached aero-thermal boundary layers. However, the small spatial
scales and the inherent unsteady nature of streaming has presented
challenges for both experimental and numerical investigations,
preventing fundamental understanding. In order to develop the

adequate tools that will enable the identification of dominant aero-
thermal streaming mechanisms, a new numerical approach is nec-
essary to simulate the fluctuating flow with various of degrees of
fidelity. Along these lines, three complimentary numerical
abstraction levels are considered.

First, high-order DNS simulations are considered to fully char-
acterize the temporal evolution of fluctuations and their interac-
tion with the turbulent flow in the compressible regime. However,
these calculations are computationally expensive and therefore,
the streaming flow is modeled with U-RANS, estimating the
aggregate impact on forced convection. Because the streaming
phenomenon is a function of numerous flow and fluctuation
parameters, URANS is too costly for conducting large-scale
parametric investigations. Therefore, for rapid and economical
exploration of heat transfer modulation as a function of various
flow and fluctuation parameters, a laminar model is developed to
calculate streaming over a flat plate adhering to laminar boundary
layer theory and absent of any additional assumptions.

In the scope of this paper, the three numerical models with
varying degrees of abstractions are presented, with exemplary
results. This numerical framework paves the way toward
improved understanding of physics, as well as toward the identifi-
cation of optimal parameter space for heat transfer enhancement
and reduction.

2 Numerical Framework

This section provides details of numerical methods used for cal-
culation of streaming and fluctuating flows.

2.1 Direct Numerical Simulation. The general Navier–Stokes
equations governing a compressible, unsteady flow can be
written as

@q
@t
þ @

@xi
quið Þ ¼ 0

@qui
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þ @

@xj
quiujð Þ ¼ �
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@t
þ @

@xj
Eþ pð Þuj

� �
¼ � @qj
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uirijð Þ þ fiuid1i

(1)

where q, ui, and p represent density, velocity and pressure, respec-
tively, and total energy E, viscous stress tensor rij, and heat flux
vector qj are defined as follows:
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In DNS, these equations are solved along with the perfect gas
equation. The CFDSU code, originally developed at Stanford
University, has been modified in-house at Purdue University. Dis-
cretized using the sixth-order compact finite difference method, a
staggered grid is implemented to enhance the numerical stability
as well as accuracy [28]. Time advancement is carried out by
third-order Runge–Kutta method.

Since there has been no prior study to assess the validity of
large Eddy simulation subgrid-scale models to simulate the pulsat-
ing compressible flows, we have avoided employing this tech-
nique and relied only on the DNS results.

2.2 Two-Dimensional Unsteady Reynolds Averaged
Navier Stokes. As an intermediate fidelity simulation, URANS is
conducted in a numerical domain, consisting of an isothermal flat
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plate at 300 K of 1 m length, sketched in Fig. 1. The URANS and
finite volume simulations are evaluated with the solver ANSYS

FLUENT taking advantage of the laminar model and the k-omega
Menter’s shear stress transport (SST) model for the turbulent sim-
ulations. The working fluid is air, which is modeled as an ideal
gas, the Sutherland law accounts for the effect of the temperature
on the molecular viscosity. Total pressure and total temperature
boundary conditions are imposed at the inlet of the domain. The
acoustic excitation is enforced through inlet total pressure fluctua-
tions that model the discharge of compression and expansion
waves. At the trailing edge of the plate, the static pressure is set-
tled through a pressure outlet boundary condition, mimicking the
discharge of the flow to a constant pressure reservoir. The static
pressure outlet boundary condition models the discharge of the
flow to a constant pressure reservoir. At the outlet of the domain,
the compression waves are reflected as expansion waves. This rep-
resentation is similar to a wind tunnel experiment where the trail-
ing edge of the plate coincides with the outlet plane of a test
section, where the flow is exhausted to atmosphere or vacuum.

The upper boundary of the domain is modeled as a slip wall
without penetration, u ¼ U1 and v¼ 0. The height of the domain
is at least 100 times larger than the boundary layer displacement
thickness, ensuring a negligible impact of the upper boundary on
the flow evolution near the wall, as well as the heat flux
distribution.

Cantilevered and developed boundary layer flat plate configura-
tions are considered. In the cantilevered plate case, the boundary
layer develops from the inlet of the domain, which is the leading
edge of the plate. On the other hand, for the developed boundary
layer case, the incoming momentum boundary layer follows a
Paulhalsen profile and the thermal boundary layer is derived from
the Crocco relation, as depicted in Fig. 1.

The k-omega SST turbulent model is selected for the turbulence
closure. Consisting of a blend between the k � � for the mean flow
(the most reliable turbulence model for the freestream flow) and
the k � x for the near wall region (with proven reliability in
resolving the shear stress and heat flux). In a wide range of
Reynolds and Mach numbers, the superior performance of k-
omega SST in resolving the wall fluxes in attached flow condi-
tions is demonstrated [29]. The URANS simulations assume fully
turbulent behavior from the leading edge of the plate and there-
fore, no transition model is required. The time-step and inner iter-
ations are selected based on a benchmark analysis resolving at
least 4000 time steps for each period of excitation and with 20
inner iterations to ensure temporal convergence. Second-order

upwind schemes are employed for the flow and turbulent kinetic
energy and second-order implicit methods are used for the tempo-
ral formulation.

The numerical domain is meshed with ANSYS ICEM following
a blocking strategy. The methodology outlined in Ref. [30]
is employed to ensure the correct spatial discretization and
guarantee that the results are mesh independent. Six different dis-
cretization approaches are evaluated at steady-state conditions,
U1 ¼ 80 m=s, Po ¼ 100 kPa and T1 ¼ 400 K. The cell count
ratio between each mesh (finer/coarse) is 1.4, with a fixed aspect
ratio. For all the different mesh configurations, Fig. 2 presents the
wall shear stresses and the momentum boundary layer thicknesses
at the plate midcord. The grid convergence index of the mesh of
200� 1600 elements is about 0.02, guaranteeing proper spatial
resolution. The grid convergence index characterizes the change
in the value of a reference variable with respect to a change in
mesh size. A low grid convergence index implies that further
mesh refinement will only provide minimal improvements. The
boundary layer thickness and the axial wall shear stress deviate
less than 0.5% when compared to the results from the finer
meshes. Hence, this level of spatial discretization is sufficient to
guarantee the proper numerical resolution.

2.3 Development of Laminar Numerical Tool for
Streaming. As a fast numerical tool for parametric optimization,
a new laminar approach to streaming calculations is developed in-
house at IIT-Technion. For the calculations of streaming velocity
over a flat plate, semi-analytical method proposed by Lin [5] is
extended to traveling wave disturbances of various wave speeds.

Laminar boundary layer theory developed by Prandtl governs
the velocity and temperature fields over a semi-infinite, isothermal
flat plate geometry. When small amplitude fluctuations are super-
imposed, the flow is assumed to remain laminar and therefore the
governing equations are the same. Pressure gradient term in the
laminar boundary layer equation is replaced using the freestream
velocity. The momentum and continuity equations governing the
laminar boundary layer are segregated to mean and fluctuating
parts. Assuming zero mean fluctuations, the resulting equation
averaged over time can be written as [31]

u
@u

@x
þ v

@u

@y
¼ U

dU

dx
þ � @

2u

@y2
þ U�

@U�

@x
� u�

@u�

@x
þ v�

@u�

@y

 !
(3)

The last three terms represent the nonlinear contribution of fluc-
tuations to the mean flow, i.e., streaming. A correct estimation of
this streaming requires a well resolved fluctuating flow. This can
be obtained by subtracting the mean flow (Eq. (3)) from the
boundary layer equation [5]

Fig. 1 Two-dimensional URANS domain and boundary condi-
tions for a flat plate

Fig. 2 Two-dimensional URANS domain mesh sensitivity
analysis
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where u; v; and u0; v0 are the mean and the fluctuating components

of velocity, U and U0 are the mean and fluctuating velocities at
the freestream, x is the distance along the plate and y is the dis-
tance away from the plate. The x and y directions are nondimen-
sionalized in terms of frequency parameter, n ¼ xx=U1, and

Stokes layer thickness, g ¼ y=
ffiffiffiffiffiffiffiffiffi
�=x

p
, respectively. This detailed

derivation can be found in Ref. [32].
Calculations are performed over a semi-infinite flat plate

immersed in a uniform flow. Owing to parabolic nature of the
governing equation for fluctuating flow, this can be accomplished
with a finite domain, negating the need to specify a downstream
boundary condition in the absence of reflections. Fluctuations in
the form of traveling wave Uo sinðkx� xtÞ are imposed at the
leading edge of the plate, where Uo is the amplitude, k is wave
number, and x is angular frequency of fluctuations. The spatial
and temporal grid sizes are determined considering numerical sta-
bility requirements, Stokes layer thickness, and wavelength of
traveling wave. The discretization in the transverse direction is
fixed to a fraction (�1/10) of Stokes’ layer thickness and the tem-
poral discretization is selected according to the diffusive stability
constraint. The streamwise discretization is then obtained from
the Courant–Friedrichs–Lewy condition [33]. The numerical
domain and the boundary conditions are shown in Fig. 3.

A second-order finite difference formulation is used to calculate
mean flow over the flat plate using tridiagonal matrix algorithm
[34]. The mean flow derivatives are approximated using second-
order central difference and first-order upwind schemes in
transverse and streamwise directions, respectively. A first approxi-
mation of mean flow is calculated without considering the nonlin-
ear terms in Eq. (3). With this estimate, the fluctuating flow
equation is solved using an explicit finite difference formulation
in a predictive-corrective manner. For the fluctuating flow
equation, forward first-order, upwind first-order, and central
second-order discretization schemes are employed in the tempo-
ral, streamwise, and transverse directions, respectively. The initial
estimate of fluctuating flow is analytically derived by solving the
left-hand side of Eq. (4) for traveling wave disturbances. The esti-
mate of fluctuating flow is then used to calculate the nonlinear
contribution of fluctuations to the mean flow (last three terms in
Eq. (3)). The process is repeated until the mean flow is converged.

The modified mean flow is then used to calculate the
temperature fields using the unsteady energy equation governing
the laminar flat plate boundary layer, written in terms of tempera-
ture as [31]:

@T

@t
þ u

@T

@x
þ v

@T

@y
¼ kf

qcp

@2T

@y2
þ �

cp

@u

@y

� �2

(5)

This equation is solved using a second-order finite difference
formulation by tridiagonal matrix algorithm formulation. Similar
to the mean flow, the mean temperature gradients are approxi-
mated using second-order central difference and first-order
upwind schemes in the transverse and streamwise directions,
respectively. Subsequently, the temperature field is used to calcu-
late the heat transfer coefficient (h) and Nusselt number (Nu) of
the iso-thermal flat plate, which is defined as

h ¼ �
kf
@T

@y

����
y¼0

To � T1
; Nu ¼

hx

kf
(6)

Therefore, change in convective heat transfer due to streaming
is quantified using the ratio of Nu in the presence and absence of
fluctuations, termed thermal enhancement factor (TEF). Similarly,
the ratio of shear stress in the presence and absence of fluctuations
is used to quantify the effect of streaming on shear stress, termed
shear enhancement factor (SEF).

For laminar aero-thermal flow over a flat plate, this numerical
approach captures the dependency of streaming on physical
parameters; namely, mean flow velocity, thermal and aerody-
namic properties of the medium, temperature of wall and the free-
stream, flow fluctuations amplitude, frequency, speed, and phase.

3 Validation

3.1 Direct Numerical Simulation for Fluctuating Flow
Calculations. To assess the accuracy of this high-fidelity compu-
tational tool, computations are conducted to contrast the DNS
findings with a benchmark case [35]. The compressible turbulent
channel flow with isothermal walls is modeled in a computational
domain of size X : Lx � Ly � Lz ¼ 45:24� 7:2� 16:96 mm and
discretized by Nx � Ny � Nz ¼ 144� 128� 96 elements. This

resultant resolution is ðDxþ;Dyþmin;DzþÞ � ð19; 0:24; 10:7Þ, based

on the wall units where yþ ¼ yus=�w, us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
sw=qw

p
and subscript

w denotes the corresponding value at the wall. In these simula-
tions, channel half width dh ¼ 3:6 mm, wall temperature,
Tw ¼ 300 K, and speed of sound at the wall are used as the refer-
ences for length, temperature and, velocity, respectively. The cor-
responding Mach and Reynolds numbers are Mb ¼ Ub=cw ¼ 1:5
and Reb ¼ qUbdh=lw ¼ 3000, respectively. A forcing term is
added to the right-hand side of the momentum and energy equa-
tions (Eq. (1)) which is adjusted at each time-step to keep the
mass flowrate constant. Figure 4 illustrates the time-averaged
streamwise velocity and normal Reynolds stresses components
along with the data provided by Coleman et al. [35]. The results
show an excellent agreement with the reference values.

For the current work, a subsonic channel flow with a relatively
high Mach number has been considered. The channel has the
same dimensions and discretization as the validation case. With
periodic inlet and exit boundary conditions, the work focuses on
the fully developed flow region. In the form of a temporal wave,
acoustic excitation is applied on both spanwise side walls through
a streamwise forcing term:

Fx x; y; z; tð Þ ¼ Af exp �10
x� xmð Þ2

Lls

 !
sin xtð Þ (7)

where Af , Lls, and xm are acoustic forcing amplitude, effective
length of the excitation, and streamwise location of the maximum
forcing with respect to the beginning of the channel. The compu-
tational setup is shown in Fig. 5Fig. 3 Numerical flat plate domain for laminar analysis
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The time-resolved flow variables are decomposed into steady
and unsteady components; the latter is further decomposed into
“harmonic” and “random fluctuation” terms

q x; tð Þ ¼ qðxÞ|{z}
steady term

þ gq x; tð Þ|fflffl{zfflffl}
harmonic term

þ q0 x; tð Þ|fflfflffl{zfflfflffl}
random fluctuation

(8)

where the harmonic term is calculated following the phase-locked
averaging of the instantaneous quantity:

gq x; tð Þ ¼
1

NT

XN

n¼0

q x; tþ nTð Þ (9)

3.2 Two-Dimensional Unsteady Reynolds Averaged
Navier Stokes for Fluctuating Flow Calculations. In order to
verify the performance of the selected numerical method over
viscous, periodically excited flows, the Stokes second problem
is considered as a test case. When the plate is oscillating at a
velocity u 0; tð Þ ¼ U0cosðxtÞ and stagnant freestream flow is
u 1; tð Þ ¼ 0, the analytical solution is provided by

u y; tð Þ ¼ U0e�gcos xt� gð Þ (10)

In this case, the plate velocity amplitude and the excitation fre-
quency are set at 10 m/s and 100 Hz, respectively. Figure 6(a)
depicts the numerical domain and its setup for the validation case
and Fig. 6(b) shows the momentum boundary layer profile for
both numerical and analytical solutions at several time steps. The
excellent agreement verifies the applicability of the presented
numerical approach to study oscillatory flow behavior.

3.3 Laminar Model for Fluctuating Flow Calculations. To
validate the laminar model, experiments of Patel [6] are utilized,
which is a unique experimental dataset providing boundary layer
response to traveling wave disturbances. The data stems from
experiments performed in a mean flow of U1 ¼ 10 m=s, over
which fluctuations of 5.6% amplitude (U0 ¼ 0:56 m=s; 140 dBÞ
are superimposed at a frequency of f ¼ 10 Hz. Although the
velocity of disturbance is quoted to be 0.77 times the mean flow
velocity, this is later corrected to 0.6 by Evans [36], resulting in a
disturbance velocity of Q ¼ 6 m=s.

Figure 7 compares amplitude and phase obtained from the lami-
nar model and these experiments, as well as Patel’s numerical
solution. The amplitude of fluctuations starts from zero at the
wall, increases to a value more than unity at about 1.5 Stokes
layers, oscillates to less than unity at a distance of 3.5 layers, and
finally settles at unity. The laminar model follows the overall
experimental profile of the fluctuation amplitude, significantly
better than numerical analysis of Patel [6], which is an extension
of Lighthill’s approach [2]. Patel’s numerical approach failed to
predict correct amplitude of fluctuations due to omission of sev-
eral terms from Eq. (4). Specifically, Patel [6] modeled the first

Fig. 4 Time-averaged streamwise velocity (top) and rms of
fluctuation velocity components (bottom). Results of the pres-
ent solver are shown in with solid lines while circles represent
data provided by Ref. [35].

Fig. 5 DNS domain for fully developed channel flow with iso-
thermal walls subjected to streamwise forcing

Fig. 6 URANS verification based on Stokes second problem
(current methodology (lines), Analytical (markers))

Fig. 7 Comparison of fluctuating velocity amplitude and phase
calculated by laminar model to the experiments and calcula-
tions performed by Patel [6]
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two terms on the right-hand side of the equation whereas the last
six terms were neglected from the fluctuating flow calculations.
However, the magnitude of three of these last terms becomes sig-
nificant for greater than unity values of U1=Q, and therefore,
should not be ignored.

3.4 Comparison of Computational Costs. Table 1 compares
the computational costs of the presented numerical approaches.
Although the details of each simulation, including the physical
parameters, numerical methods, and computational hardware
employed, are not the same, this table can provide a qualitative
comparison between the different methods. The cost of URANS
calculations is almost independent of the Reynolds number [37].
For the computational setup shown in Fig. 1, approximately 35
CPU-hours were required to perform calculations for one excita-
tion period. These simulations were carried out on the Rice cluster
of Purdue University consisting of two 10-core Intel Xeon-E5 pro-
cessors and 64 GB of memory. Unlike this approach, DNS calcu-
lations become increasingly more expensive at higher Reynolds
numbers at a rate of Re3. Therefore, DNS of the computational
setup shown in Fig. 1 needs approximately 5.8� 106 CPU-hours
per cycle. Laminar model, on the other hand, is orders of magni-
tude faster than both aforementioned calculations, where only 4
CPU-hours are required to simulate a single oscillation period.
Moreover, the number of periods required for convergence are 50,
30, and 10, respectively, for DNS, URANS, and laminar model.
This further accentuates the differences in computational costs of
the three numerical approaches.

4 Results

4.1 Direct Numerical Simulation of Streaming in
Compressible Channel Flow. Direct numerical simulation com-
putations are performed in the fully developed channel flow at
Mb ¼ 0:75, Tw ¼ 300 K; and Reb ¼ 3000, for the domain shown
in Fig. 5. Here, domain has the size X : Lx � Ly � Lz ¼
74:6� 11:88� 28 mm which is discretized by Nx � Ny � Nz ¼
144� 128� 96 elements leading to a dimensionless grid spacing
(based on wall units) similar to the validation test case. The acous-
tic forcing amplitude is set to Af ¼ 0:038N, and following Yao
et al. [38], it can be represented by Aþf ¼ Al=u3

s where in the pres-
ent case Aþf ¼ 0:458. The effective length of the excitation is
assumed to be Lls ¼ 12:5 mm and streamwise location of the max-
imum forcing is xm ¼ 0:45 mm. The time-step is chosen such that
the acoustic Courant–Friedrichs–Lewy is maintained below 0.2.

Excitation frequency x is chosen based on linearized
Navier–Stokes equations, discretized using a Chebyshev spectral
method absent of any external excitations [39]. Time-averaged
velocity and temperature fields are chosen as the base flow quanti-
ties. The eigenvalue spectrum associated with the largest wave-
length in the domain is shown in Fig. 8.

The horizontal axis represents the real part of the eigenmodes,
which identifies the angular velocity, whereas the vertical axis dis-
plays the corresponding growth rate. Without external excitation,
all modes have negative growth rate, and are therefore stable. In
this case, the optimal frequencies for acoustic excitation are
selected to be the two least stable modes, which are the ones

closest to the neutrally stable line, f1 � 8:4 kHz and
f2 � 16:8 kHz. In the present case f2 � 2f1, but at higher Mach
numbers this does not necessarily apply.

For an excitation frequency corresponding to the least stable
mode f1, Fig. 9 shows the harmonic component of spanwise-
averaged flow temperature at four different phases in a period.
The walls are depicted in top and bottom of each chart. The first
phase snapshot is captured when the excitation magnitude at the
inlet is maximum. This is reflected as a highly positive island in
the most left portion of the domain. With the advection, the tem-
perature maps contain the footprint of acoustic waves interacting
with the turbulent structures, evidenced by formation of rollers,
with different sizes and strengths. Downstream of each roller, a
wake region exists containing smaller rollers with different fre-
quencies which appear due to nonlinear interactions. The exis-
tence of these rollers significantly disturbs the near wall structures
of the turbulent boundary layer.

The direct aero-thermal alteration on the walls caused by the
streaming is shown in Fig. 10 for the selected frequencies. Surface
averaged thermal and shear enhancement factors are charted over
50 periods, and each point represents a running average of the
temporal history. For each excitation frequency, the temporal evo-

lution of SEF closely follows the trend of TEF. Both quantities
experience a decay within the first few periods of excitation, fol-
lowed by a rise in their values around which they oscillate. The

Table 1 Comparison of computational costs required by differ-
ent numerical approaches for fluctuating flow calculations

CPU hours per unit volume for

Approach
Single oscillation

period
Converged

solution

DNS 5.8� 106 3� 108

URANS (2D finite volume) 35 1� 103

Laminar model 4 4� 101

Fig. 8 Eigenvalue spectrum associated with largest wave-
length in the domain

Fig. 9 Harmonic component of temperature field at four
phases of the excitation period at f ¼ 8:42kHz
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time required to reach the quasi-steady level appears to be directly
proportional to the frequency. For both frequencies, the rise in

heat transfer (TEFÞ is larger than that of shear (SEF). This sug-
gests a deviation from Reynolds analogy, indicating an impact

beyond roughness. Both frequencies reflect similar SEF of 5%
order, indicating the same level of increased pressure loss across
the surface due to the excitations. However, the case with lower
frequency results in a higher heat transfer enhancement of 12%,
whereas the enhancement of the higher frequency is limited to
6%. This is consistent with the prior purely aerodynamic stream-
ing studies [9] that suggest an inversely proportional impact of
frequency on streaming.

Figure 11 illustrates the spatial distribution of TEF/SEF time-
averaged over 50 cycles at two different excitation frequencies.
While the Reynolds analogy suggests TEF/SEF to be one across
the domain, regions with significantly higher or lower values can
be observed in the present simulations. This indicates a phenom-
ena different than simple introduction of roughness, and that
Reynolds analogy does not represent the physics of the phenom-
ena. This ratio in the high frequency case simply oscillates around
the unity, whereas the lower frequency configuration shows a
greater deviation from unity and hence the Reynolds analogy, up
to 60%.

4.1.1 Comparison of Direct Numerical Simulation and
Unsteady Reynolds Averaged Navier Stokes in Calculation of
Streaming in Turbulent Compressible Channel Flow. To analyze
the applicability of a reduced fidelity model in simulating the
acoustic excitation of turbulent flows, a case similar to the one
described in Sec. 4.1 is tested using both URANS and DNS meth-
ods. The excitation frequency is set to f � 8:2 kHz and the forcing
amplitude (Af ) has been reduced by a factor of 2 in order not to
surpass the numerical stability of the solver. In the first step, the
base flow quantities obtained using these two approaches are com-
pared in Fig. 12.

The findings of streamwise velocity and temperature distribu-
tion across the channel height are in a good agreement, thereby
indicating the adequacy of the URANS solver for resolving the
overall flow topology.

In the next step, we analyze the system response to the acoustic
forcing in the near wall region. To isolate the effect external
perturbations on the system we defined the temperature fluctua-
tions as

dTðtÞ ¼ TexcðtÞ � TbaseðtÞ (11)

where TexcðtÞ and TbaseðtÞ represent the temperature for a
specific location at time t in the excited case and base flow simula-
tions, respectively. DNS and URANS cases start from the same
initial condition and have the same spatial and temporal
resolution.

Figure 13 depicts the evolution of these temperature fluctua-
tions, normalized by its maximum value throughout the excitation
process. Evidently, the URANS approach is able to capture the
macroscopic effect of the acoustic streaming, where the impact of
the mean flow conditions oscillations is reflected on the near wall
region by means of increased shear and temperature gradients.
However, the URANS models cannot capture the impact of the
acoustic oscillations on the turbulent structure’s disruption and its
ramifications on the turbulent dissipation or enhancement. There-
fore, URANS can only be used as a tool for guiding higher fidelity
simulations to the adequate parameter space, for which the physi-
cal phenomena can be studied using DNS.

Fig. 10 Spatial averaged temporal history of aggregate shear
and TEFs

Fig. 11 Spatial distribution of TEF/SEF at 8.4 kHz and 16.8 kHz,
time-averaged over 50 cycles

Fig. 12 Baseflow comparison for DNS and URANS numerical
model

Fig. 13 Referenced temperature fluctuations at y1 5 4, URANS
versus DNS results
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4.2 Unsteady Reynolds Averaged Navier Stokes Simula-
tion of Streaming Over Flat Plate. To assess whether the com-
putational complexity can be reduced in characterizing streaming,
URANS calculations are performed over a turbulent and laminar
flat plate for the domain presented in Fig. 1. For each selected
case, to identify the impact of the acoustic excitation on wall flux,
separate simulations are performed with and without excitation.
The base flow is imposed with the following inlet boundary
conditions: Po ¼ 102:815 kPa, T0 ¼ 400K, and P ¼ 100 kPa. This
results in a freestream velocity of U1 ¼ 80 m=s. The simulations
of the steady-state conditions are considered converged once the
residuals decay below 10�7 and once the oscillations or changes
on the shear stress and heat flux are below 0.1% of the actual
mean value. The periodic convergence of the acoustically excited
cases is ensured following the approach outlined by Clark and
Grover [40].

For a laminar cantilever flat plate subjected to 50 Hz total
upstream pressure fluctuations, shear stress and heat flux are
evaluated for perturbation amplitudes of 200, 600, and 1000 Pa.
Figure 14 shows that across all amplitudes, both the SEF and TEF
reflect an initial decrease, followed by a gradual increase to the
nominal value of 1. Moreover, as the excitation amplitude
increases, the extent of this modulation is intensified.

For a fixed amplitude 600 Pa (DPoÞ, the frequency of fluctua-
tions is varied from 1 Hz up to 800 Hz. Figure 15 reflects the cor-
responding shear and thermal enhancement factors for several
frequencies. For low frequencies (1–100 Hz), a reduction in heat
flux and shear stress is observed, further isolating the mean flow
from the wall. At 200 Hz, there is heat transfer enhancement near
the leading edge of the plate and a heat flux reduction toward the
outlet of the domain.

A similar behavior is observed for the shear stresses, with an
increased drag for the first half of the spatial domain, followed by
a reduction. As the frequency is further increased, the peaks of
maximum and minimum heat transfer are reduced, and the impact
of the excitation is attenuated.

The excitation frequency of 200 Hz provides higher local
enhancement and reduction as compared to other frequencies.
This is an artifact of the domain acoustic response. The pressure
changes across the domain are transmitted following the fastest
flow characteristic. Once a pressure wave is released, it travels at
the speed of sound plus the streamwise flow velocity, (cþ U1).
When this wave reaches the outlet of the domain, it is reflected as
an expansion wave that travels upstream at a speed of (c� U1).
The actual time that a pressure wave will take to commute across

the domain and bounce back will then be defined by
L=ðcþ U1Þ þ L=ðc� U1Þ, which is about 5 ms for this domain.
It leads to a domain frequency response of 200 Hz. When the
domain response and excitation frequencies match, a standing
wave is generated increasing the amplitude of oscillations fourfold
at the antinodes.

For the 200 Hz case, the effect of the inlet condition is assessed
by altering the upstream aerodynamic boundary layer thickness
from 0 (cantilever) to 1 mm, 2 mm, and 4 mm. For an oscillation
amplitude of 600 Pa, Fig. 16 shows the variation of SEF and TEF
along the plate. For all laminar conditions, there seems to be a
positive correlation between the upstream boundary layer thick-
ness and thermal streaming enhancement factor. For the case of
4 mm inlet boundary layer thickness, a heat transfer enhancement

Fig. 14 Excitation amplitude impact on the shear stress and
heat transfer modulation over cantilever laminar flat plate for a
constant frequency of 200 Hz

Fig. 15 Integral effect of acoustic excitation on cantilever flat
plate at several frequencies and at a constant amplitude of
600 Pa over the shear stress and heat transfer distribution

Fig. 16 Shear stress and heat transfer evolution for laminar
and turbulent cantilever evaluations versus incoming boundary
layer cases based on an excitation frequency of 200 Hz and an
amplitude of 600 Pa
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of up to 15% is achieved with shear penalty increase of 5% only.
Moreover, unlike the cantilevered beam, the modulation persists
across the entire domain while decreasing in magnitude in the
streamwise direction due to the thickening of the unexcited ther-
mal boundary layer. For the turbulent case, the impact of the
acoustic excitation is negligible for this amplitude. This is thought
to be associated with the already large aero-thermal flow gradients
being present near the wall.

Figure 17 represents the ratio of heat transfer and shear stress
enhancements for cantilevered laminar and turbulent cases, as
well as for developed incoming boundary layers. Based on the
Reynolds analogy, the heat transfer signature should follow the
trend prescribed by the shear enhancement. This would result in
the charted quantity remaining at a level of unity. However, we
can notice that for all the cases analyzed in this framework, under
acoustic excitation, the trend of the heat transfer enhancement
deviates from the shear stress (locally up to 20%), reflecting once
again on the failure of Reynolds analogy to describe the heat
transfer in periodically excited flow.

Figure 18 illustrates the thermal enhancement for cantilever flat
plate cases for laminar and turbulent conditions at 200 Hz excita-
tion. The results of the laminar case with an amplitude of 600 Pa
are compared with the results of the turbulent case at 600 and
2000 Pa. The trend of the turbulent cases deviates from the lami-
nar results, indicating that there might be different mechanisms
affecting the streaming for laminar and turbulent conditions.
Figure 18 bottom, represents the referenced thermal enhancement
where the actual enhancement is divided by the maximum
enhancement over the plate. By scaling the thermal enhancement,

we can observe that the trend obtained for the turbulent cases
remains almost unaltered by the actual magnitude of the
oscillation.

It is understood that laminar and turbulent boundary layers may
not always respond similarly to flow modulations. This is because
the two type of boundary layers have different profiles except in a
very small region close to the wall (laminar sublayer for the
turbulent flow), and their interaction with the Stokes’ layers may
be different. Nevertheless, as we see in Figs. 6 and 7, the effect of
fluctuations is observed only for few multiples of Stokes’ layer
thicknesses. Therefore, if laminar sublayer thickness of a turbulent
flow is of the same order as Stokes’ layer thickness, then similar
impact of modulations can be expected on both turbulent and lam-
inar boundary layers. This constitutes the motivation for further
reducing the fidelity to a purely laminar solver for a subset of the
parameter space, decreasing the computational cost.

4.3 Laminar Model of Streaming Over Flat Plate. Fluctu-
ating velocity calculated by the newly developed streaming model
can be contrasted with the finite volume solver computations. For
a flow over a flat plate with freestream velocity of 20 m/s, oscilla-
tions of 3 m/s amplitude are imposed at 150 Hz. Figure 19 presents
the amplitude and phase of fluctuations at a streamwise location
of 0.1 m, as a function of normalized distance from the wall.
Moreover, there exists experimental results from Hill and Stenn-
ing [15] for this particular set of parameters, which corresponds to
n � 4:9 in their notation.

The amplitude of fluctuations starts from zero at the wall,
increases to a value more than one at a distance of three Stokes
layers, and then decreases to unity. Fluctuations at the wall are
about 45 deg out of phase with respect to the freestream. The solu-
tion provided by the laminar model is validated via excellent
agreement with both the URANS simulations, as well as the
experimental data. The very slight differences are likely associ-
ated with the propagation velocity of the temporal disturbance
being infinite for the experiments, and speed of sound for the
URANS and laminar model calculations.

Having established the validity of the laminar model for flow
fluctuations, their streaming manifestations are analyzed Fig. 20.
The streaming velocity magnitude ranges up to 1 m/s, opposing
the mainstream flow. For a flow temperature of 300 K and a wall
temperature of 360 K, the corresponding streaming temperatures
are �3 K. This increase in flow temperature stems from the
decrease in mean flow velocity close to the wall. This is mani-
fested as a 10% drop in local heat transfer with a 20% drop in
shear, as presented in Fig. 21.

The newly developed laminar model allows for rapid and eco-
nomical calculations of heat transfer for various combinations of
flow and fluctuation parameters over the flat plate. For example, a

Fig. 17 Ratio between thermal and shear enhancement for
cantilever laminar, turbulent flat plates and developed incoming
boundary layers

Fig. 18 Thermal enhancement and relative thermal enhance-
ment for laminar and turbulent cases at 200 Hz excitation

Fig. 19 Comparison of the fluctuating velocity using the lami-
nar model, finite volume solver, and experiments [15]
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change in disturbance velocity (QÞ and amplitude of fluctuations
(U0Þ to 12.5 m/s and 0.5 m/s, respectively, leads to a positive heat
transfer enhancement of 4%, with no change in shear, as shown in
Fig. 22, reflecting once again on the failure of the Reynolds
analogy.

5 Summary and Conclusions

The present research describes the development of a three-tier
numerical approach, intended to capture the complex aero-
thermo-acoustic flow physics of acoustic streaming with various
degrees of fidelity. Hence, the presented numerical framework
enables the optimization of the parameters conducive to a heat
transfer enhancement with reduced pressure losses.

As the first tier, direct numerical simulations are used to investi-
gate the effect of traveling-wave acoustic excitation on the turbu-
lent structures in a wall-bounded compressible flow. Linear
stability analysis is exploited to find the optimal frequencies.
Under these conditions, newly formed spanwise-correlated vorti-
ces interact with the classic near wall turbulent structures and
eventually lead to modification of the mean flow quantities in the
near wall region only. Moreover, the value of heat transfer
enhancement does not follow increase in skin friction (as seen in
the results from DNS, URANS, and laminar model alike), thereby
disobeying Reynolds analogy. This shows that streaming phenom-
enon behaves differently than introduction of roughness into flow
passages, and large heat transfer enhancements can be obtained
without any pressure penalty.

In the second tier, unsteady Reynolds averaged Navier Stokes
simulations are conducted over a 2D numerical domain. Through
the comparison of steady and averaged transient simulations, a
wide range of excitation frequencies is explored. At low and mod-
erate frequencies, with respect to the acoustic response of the
domain, heat transfer and shear stresses are reduced. When
exciting the domain at its resonance, a standing wave behavior is
present, for which maximum heat transfer enhancement is
observed. For larger frequencies, enhancement occurs near the
leading edge of the plate, followed by a reduction close to the
trailing edge. For all laminar conditions, there seems to be a posi-
tive correlation between the upstream boundary layer thickness
and thermal streaming enhancement factor. For the turbulent case,
the impact of the acoustic excitation is negligible for the investi-
gated conditions.

Finally, the developed laminar model, which is an extension
of Lin’s method to traveling wave disturbances, provides a
method to perform quick calculations of streaming effects in a
laminar flow. Absent of any order of magnitude assumption, it
allows resolution of traveling wave disturbances, previously
ignored in literature. Comparison with the experiments reflect
that the fluctuation amplitude and phase is resolved better than
any previously considered reduced order model. Analyzing the
nonlinear contribution of these fluctuations, it is shown that a
particular combination of fluctuation parameters can yield either
a reduction or enhancement in heat transfer through the stream-
ing process.

To consider the cost of streaming, the acoustic power required
for acoustic streaming can be calculated using the inlet velocity or
pressure fluctuations. In the scope of the present research, the
acoustic power required to excite the flow over flat plate is up to
2 W. If the flat plate is maintained at 900 K and the freestream
flow is maintained at 300 K, the integrated heat transfer rate would
be approximately 3 kW. A 10–15% enhancement, as shown in this
paper, would then result in heat transfer rate increase by
300–450 W, which is considerably larger than the required acous-
tic power.

The potential application of this framework in a typical high
Reynolds compressible flow environment would constitute the fol-
lowing steps. Due to the large number of parameters governing
the aero-thermal streaming physics, the optimal heat transfer alter-
ing regions should be isolated by the laminar model through a
response surface design. Then, the suggested conditions should be
verified in the turbulent flow regime through 2D URANS simula-
tions. As the Reynolds stresses are correlated with the mean flow
quantities, the inherent turbulence models may provide inaccura-
cies. Therefore, the desired set of parameters should be verified
with DNS to obtain quantitative high-fidelity results.

Fig. 20 Streaming velocity and temperature for Q ¼ 6 m/s,
Uo ¼ 0:56 m/s, U‘ ¼ 10 m/s, and f ¼ 10 Hz

Fig. 21 Thermal ( ) and shear ( ) enhancement factors
for a traveling wave disturbance over a flat plate under
Q ¼ 6 m/s, Uo ¼ 0:56 m/s, U‘ ¼ 10 m/s, and f ¼ 10Hz

Fig. 22 Thermal ( ) and shear ( ) enhancement factors
for a traveling wave disturbance over a flat plate under
Q ¼ 12:5 m/s, Uo ¼ 0:5 m/s, U‘ ¼ 10 m/s, and f ¼ 10 Hz
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In conclusion, if streaming is implemented adequately to
forced convection problems, the additional gradients at the
solid–fluid interface introduces a possibility to enhance or reduce
heat transfer in attached aero-thermal boundary layers. In the gas
turbine community, this is relevant to augment heat transfer
where pressure drop constraints exists or to shield surfaces from
high temperatures present in external flows. For example, a direct
application could be improving the heat exchange in turbine
cooling passages and onboard heat exchangers, or reducing the
heat transfer from the hot gas to the turbine blade surfaces. In
practice, based on the optimal parameter space, the perturbations
required for internal cooling channels can be introduced by a
rotating porous disk that adds pulsations to the flow. Or alterna-
tively, the existing pressure fluctuations due to rotor–stator inter-
action can readily be utilized to modulate the time-averaged heat
transfer in both external turbine surfaces and internal cooling
passages. Interestingly, this effect might already be inherently
occurring in current turbine geometries, yet it has not been prior
accounted for.
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Nomenclature

Symbol Description

Aþf ¼ dimensionless forcing amplitude
Cp ¼ specific heat capacity of fluid, (J=ðkg:KÞ)

f ¼ frequency of oscillation, (Hz)
h ¼ heat transfer coefficient, (W=ðm2:KÞÞ

kf ¼ thermal conductivity of fluid, (W=ðm:KÞ)
Mb ¼ Mach number based on bulk velocity
Nu ¼ Nusselt number
Po ¼ total pressure at the inlet, (kPa)
Pr ¼ Prandtl number
Q ¼ velocity of disturbance, (m/s)

Re ¼ Reynolds number
To ¼ isothermal flat plate temperature, (K)

T1 ¼ free stream temperature, (K)
U ¼ velocity fluctuations at free stream, (m/s)

Ub ¼ bulk channel velocity, (m/s)
Uo ¼ free stream velocity oscillations amplitude, (m/s)

U1 ¼ free stream mean flow velocity, (m/s)
� ¼ kinematic viscosity, (m2=s)

DPo ¼ total pressure fluctuations amplitude, (Pa)
g ¼ nondimensionalized distance from

wall; ¼ y=
ffiffiffiffiffiffiffiffiffi
�=x

p
gs ¼ Stokes layer thickness;

ffiffiffiffiffiffiffiffiffi
�=x

p
, (m)

n ¼ nondimensional frequency parameter; ¼ xx=U1
x ¼ angular frequency of oscillation, (rad/s)

Abbreviations Description

DNS ¼ direct numerical simulation
SEF ¼ shear enhancement factor
TEF ¼ thermal enhancement factor
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