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Abstract: Significant increase in task complexity for
modern gas-turbine propulsion systems drives the need for
future advanced cycles’ development. Further perfor-
mance improvement can be achieved by increasing the
number of engine controls. However, there is a lack of
cycle analysis tools, suitable for the increased complexity
of such engines. Towards bridging this gap, this work fo-
cuses on the computation time optimization of various
mathematical approaches that could be implemented in
future cycle-solving algorithms. At first, engine model is
described as a set of engine variables and error func-
tions, and is solved as an optimization problem. Then,
the framework is updated to use advanced root-finding
paradigms. Starting with Newton-Raphson, the model is
improved by applying Broyden’s and Miller’s schemes
and implementing solution existence validation. Finally,
algorithms are compared in representative condition using
increasingly complex turbojet and adaptive cycle turbofan
configurations. As evaluation cases become more time
consuming, associated time benefits also improve.

Keywords: adaptive cycle engine; engine modelling; nu-
merical simulations; optimization; root-finding technique
comparison.

Introduction

Modern gas turbine engine designs that are predominantly
based on conventional engine architecture are typically
designed to effectively operate in single flight condition.

However, as the requirements from modern flight plat-
forms reach into operational range with multitude of
characteristic conditions, such as slow-speed loiter and
high-speed cruise, contemporary propulsion systems are
reaching the peak of their performance within current
technological limits. Consequently, the natural evolution
of jet engine technology will lead themarket towards novel
adaptive cycle engine concepts.

This growing interest in adaptive cycle research can
already be observed in the work of gas turbine industry
leaders [1,2] and throughout recent academic studies
[3–6]. As these preliminary studies mostly focus on the
adaptive cycle thermodynamics, the most common
approach is to start the research with numerical simula-
tion of the engine components and the complete cycle.
These studies usually utilize commonly available engine
simulation frameworks and commercial tools. How-
ever, as these codes are generally developed for well-
established aerial and power gas turbine configurations,
which are typically characterized by a small number of
simulation variables, development of new adaptive cycle
engines with numerous control parameters creates
significantly enhanced computational load.

Motivation

In an attempt to alleviate this increasingly challenging
problem, the present effort focuses on the computation
time optimization of various mathematical approaches
that could be implemented in future advanced cycle-
solving algorithms. Drawing inspiration from previously
developed enhanced numerical methods, this paper com-
pares the performance of representative solvers for a set
of increasingly complex engine architectures. For each
configuration, the computational efficiency of each solver
is depicted using typical flight conditions. The outcomes of
this work are intended to provide basis for future devel-
opment of optimized modal agile simulation tools for
advanced thermodynamic cycles’ analysis. According to
the authors’ best knowledge, this is a first comparison of
various mathematical methods systematically applied to
the field of gas turbines with comparative findings, appli-
cable to a generic development platform.
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Engine numerical model

During jet engine design process, each engine module is
designed,manufactured and tested independently. Similar
approach should be applied in engine simulation frame-
work, where each engine segment can be represented via
independent modules. Such approach creates flexible
toolbox that would be used towards designing different
engine models. This way, a simple turbojet engine is
represented by five major modules - intake, compressor,
combustor, turbine and nozzle. In same framework, con-
version of turbojet to a single-spool turbofan configuration
would only require integrating an additional compressor
module, which will stand for the fan. The two architectures
are schematically described in Figure 1. Each segment will
then evaluate the inlet and outlet conditions and calculate
values for various parameters. The data is shared among
the modules to complete the overall cycle calculation. An
exemplary solver built using this methodology and the
individual component thermodynamics are described in
detail in Ref. [7]. The methodology can be easily expanded
to two- and three-spool machines by introducing addi-
tional turbine modules.

In order to accurately characterize the performance of
different turbomachinery components (fans, compressors
and turbines), themodules can be suppliedwith component
maps that describe the operational range in terms of mass
flow rates, rotational speeds, pressure ratios and effi-
ciencies. In the caseof compressormodule, it is theoretically
possible to have same mass flow rate but different pressure
ratio (choking) or same pressure ratio with different mass
rate on the same speed line. Therefore, it is impractical to
use pressure ratio and mass flow rate to directly read map
data and new auxiliary β-line coordinate should be intro-
duced. β-lines are non-crossing lines that completely cover
the component map and cross each speed line only once.
Thereby, a monotonous injective system of spool speed
and β-line coordinates can be defined. Each set of these
parameters describes a unique performance point on the
component map in terms of efficiency, pressure ratio and
mass flow rate. Detailed procedure of rebuilding maps with
β-lines is described in Ref. [7].

Engine performance simulation

After defining individual components, all engine modules
need to be synchronized to correctly evaluate the integral
engine performance. To satisfy conservation of mass
requirements,mass flow rates throughout the engine should
be matched. Then, mechanical couplings must be added
between relevant components. For example, the high-
pressure compressor and the high-pressure turbine are
coupled by a common shaft. In turbofan configuration, the
fan can be connected to the same shaft directly or via a
gearbox. Alternatively, it can be coupled to a second low-
pressure compressor in twin- or triple-spool configuration.
Finally, correct power balance between all components
should be preserved. For instance, in simple single-spool
architectures, the turbine is the only power source in the
engine. Therefore, in this case, it needs to support both the
engine compressor and any external loads such as fan
and aircraft alternator. Power can be evaluated based on
enthalpy difference through power consuming or gener-
ating component, multiplied by mass flow rate. Proper
mechanical efficiencies of the coupling elements (shaft and
gearbox) should also be taken into account. To illustrate this
concept, power demand for exemplary single-spool turbojet
architecture with an alternator can be calculated from

PWturb = PWcomp + PWalt

ηm
, (1)

(ṁa + ṁf ) ⋅ Δhturb ⋅ ηm = ṁa ⋅ Δhcomp + PWalt . (2)

If geared turbofan configuration is considered instead,
the power requirement should be calculated from:

PWturb = PWcomp + PWalt

ηm

+ PWfan

ηm ⋅ ηgb
, (3)

(ṁa + ṁf ) ⋅ Δhturb ⋅ ηm = ṁcomp ⋅ Δhcomp + ṁfan

⋅ Δhfan/ηgb + PWalt . (4)

When every component and the necessary couplings
are fully defined, simulation is initialized using known
inlet conditions. One of the established approaches is to

Figure 1: Engine block diagram - (a) turbojet
engine, (b) single-spool turbofan engine.
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select initial operating point guess on the compressormap,
thereby imposing initial β-line coordinate. This β-line
coordinate then becomes the first simulation variable. In
following, the engine combustion chamber can be solved
by estimating combustion temperature, which becomes
the second variable. Now, turbine inlet mass flow rate is
imposed by mass flow conservation, while turbine outlet
massflow rate is calculated based on required turbine load.
The two values must match, and their difference can be
used to define convergence error via two surfaces.

An illustrative example of such surfaces is charted in
Figure 2, where it was calculated for ground conditions at
the design spool speed of a typical turbojet engine, using
representative component maps from open literature [8].
The green surface depicts turbine inlet mass flow rate,
which is imposed by the compressor flow rate and fuel
addition in the combustor. Turbine outlet mass flow rate is
plotted using blue surface. The mass flow difference
between the two surfaces at each combination of variables
is the error surface, labeled as ERROR1.

In following, the turbine outlet mass flow rate should
be matched with the nozzle outlet mass flow rate, imposed
by nozzle pressure ratio. The two mass flow surfaces are
presented in Figure 2. The delta between the two values is
the second convergence error, ERROR2. The problem is
now fully defined by two variables and two error functions,
and cross-section spline between the two error surfaces can
be defined, dashed red line in Figure 3. The solution con-
verges when the errors decay below a predefined conver-
gence criterion. When converged, the spline should cross
zero plane (grey surface in Figure 3) and change sign. This
point, marked with red circle in Figure 3, is the converged
point of the simulation, where both errors are equal to zero.
The module-by-module simulation algorithm is summa-
rized as a block diagram in Figure 4.

Turbofan configuration can be solved in a similar
manner. The simulation starts with the core of the engine,
which is described like a regular turbojet. Additional load
of the fan and changing core inlet conditions are taken into
account. The flow that is not ingested into the core is
evaluated in bypass nozzle.

This straight-forward algorithmhas one prominent flaw
- it is extremely high computational inefficiency. In the
scope of this paper, all mass flow rate surfaces are resolved
with resolution of 40 β-coordinates and temperature steps
of 10 K. Thus, evaluation of each turbojet spool speed
requires more than 2500 calculations. Consequently, a sin-
gle turbojet operating line that consists of 25 spool speeds
takes 62 s to convergeusingMATLABonamodern computer
equipped with Intel Core i7-8700 CPU and 32 GB DDR4
2667 MHz RAM. Considering that turbojet has a single
control variable (fuel flow rate, which imposes the spool

Figure 2: Turbine inlet and outlet (left), nozzle inlet and outlet (right) mass flow rates.

Figure 3: Two error surfaces and the converged point of the
simulation algorithm.
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speed), introduction of additional control parameterswould
exponentially increase computational complexity, resulting
in simulation times beyond reasonable. Therefore, in order
to simulate future adaptive cycleswith numerous degrees of
freedom, present approach is impractical and different path
should be adopted.

Surrogate and particle swarm optimization
model

In an attempt to resolve the high computation time prob-
lem, one of the logical approaches is to convert the simu-
lation into an optimization problem. Then, the goal of the
problem becomes to find the minimum in multidimen-
sional error surface, which is defined as the Euclidian norm
of the two error functions. Minimal error point is consid-
ered converged if this vertex is below the predefined
allowable error. An exemplary error surface is depicted in
Figure 5, with the solution marked with red circle. The
advantage of this approach is that it significantly simplifies
simulation programming as only the variables’ ranges and
engine error function need to be prepared. The algorithmof
this approach is described in Figure 6.

Additional benefit of this method lies in the fact that
many sub-routines already exist for various optimization
schemes. For example, one of the most advanced and

popular schemes, known as the "Surrogate Optimization",
has premade implementations in MATLAB, C++, Python
and other programming environments. This method,
described in details in Refs. [9–12], has two major phases -
creation of a surrogate surface and evaluation of the built
surface minimum. At first, the algorithm takes samples of
an error surface at randompointswithin the bounds. Based
on this sampling, and using interpolation, it creates sur-
rogate error surface. Then, the algorithm searches for a
minimum of the created surface by sampling several
thousand random points within the bounds. Next, error
values on the error surface are calculated at the same
points. Based on the differences between the surrogate and
error surfaces, best points are chosen to iteratively update
the surrogate surface. The iterations are stopped when
the found minimum falls into prescribed allowable error
bounds.

Using MATLAB, implementation of this function in the
optimization problem resulted in calculation time of 47.1 s.
To speed up calculations, parallel computing can be used to
divide a given job to several data packages and solve them
simultaneously using different processor cores. However, in
the present case, it increased the simulation time to 79 s as
the problem division and preparation of data packages
for each core also consumes significant time. Therefore,
parallelization remains beneficial only in higher-dimension
problems.

In a bid to further reduce optimization time, less
numerically demanding particle swarm optimization can
be considered. Particle swarm is a population-based
algorithm, described in details in Refs. [13–15]. Calcula-
tion starts with spread of “particles” over the error surface
inside prescribed bounds. Then error is evaluated for each
particle and they get prescribed velocity based on the

Figure 4: Module-by-module simulation
approach.

Figure 5: Error norm in an optimization problem. Figure 6: Optimization problem algorithm.
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distance travelled at each iteration. After movement on the
error surface each particle is re-evaluated. The particles are
attracted to some degree to the best location they have
found individually and to the best location found by any
member of the swarm. Using MATLAB, implementation of
this function in the optimization problem resulted in
calculation time of 21.6 s. Similar to first optimization
attempt, parallel computing resulted in calculation time
increase to 34.1 s.

Newton-Raphson algorithm

Although optimization approach significantly reduced
individual calculation time, introduction of additional
engine control parameters would still result in significant
computational load. Therefore, instead of solving the
engine model as an optimization problem, an attempt can
be made to improve the solution efficiency by modifying
and optimizing the solver for root-finding formulation.
Instead of resorting to grid search over entire error sur-
faces, thereby obtaining zero-point through numerous
calculations, several efficient numerical methods can be
implemented.

One of the most efficient ways to numerically find the
function root is the Newton - Raphson (NR) method [16]. It
is a powerful tool that solves equations based on the idea of
linear approximation. This approach relies on the notion
that any function can be rewritten using Taylor series
expansion:

f(x) = ∑
∞

n=0

f (n)(x0)
n!

(x − x0)n. (5)

If x0 is an estimated root of the function, shortening
the series to first two significant terms results in:

f(x) ≈ f(x0) + f ′(x0)(x − x0) = 0. (6)

This way, the root can be obtained using an iterative
procedure

x(i+1) = x( i) − f(x(i))
f ′(x( i)) , (7)

where the function derivative can be found using forward-
stepping finite difference formula. Multivariable NR
method is direct extension of the single variable formula-
tion. This time, it can be used to solve system of equations
that has the form of

f1(x) = 0
⋮
fn(x) = 0

, (8)

where x is the variables vector x = [x1,…, xn]. In this
formulation, partial function derivatives take the form of
Jacobian matrix:

J =

⎡⎢⎢⎢⎢⎢⎢⎣

∂f1
∂x1

…
∂f1
∂xn

⋮ ⋱ ⋮
∂fn
∂x1

…
∂fn
∂xn

⎤⎥⎥⎥⎥⎥⎥⎦
. (9)

Iterative procedure for a system of multivariable
nonlinear equations is represented by

x(i+1) = x( i) − J−1(x(i)) ⋅ f(x( i)). (10)

The advantages of the NR method are its fast conver-
gence and simplicity of implementation. However, this
method has several disadvantages, one of which is the
absence of stopping criteria in cases with no solution.
Therefore, to prevent infinite loop, existence of a solution
in computational domain should be confirmed before
execution of this technique.

Computational domain

Computational domain can be defined by subtraction be-
tween the two error surfaces. As the spool speed decreases,
nozzle inlet pressure drops. If it reaches sub-atmospheric
values, solution no longer exists, limiting the range of
feasible computations. The possible solutions range is
further limited by β-coordinate, which not only further af-
fects nozzle pressure, but also imposesminimal combustor
inlet temperature. The aggregate influence of the two ef-
fects results in a shift of computational domain towards
top-right corner, Figure 7.

The suggested process of finding the computational
domain boundaries is illustrated in Figure 8 (left) for
representative flight conditions of Mach 0.3 and altitude of
5000 m, and relative spool speed of 0.38. At first, the
theoretical area of all β-lines and temperatures is truncated
to only include possible turbine inlet temperatures for
given spool speed. Then, the remaining region is covered
by fanning auxiliary beams, originating from bottom-left
corner, Figure 8 (left). Along each beam, interactive prob-
ing is used to identify the computational field’s bound-
aries, magenta marks in Figure 8 (left). As each beam can
only cross the boundary once or twice at best, the crossings
provide lower and upper bounds of the computational
domain. Together, the found points form the computa-
tional polygon of the simulation.

In the exemplary case of Figure 8 (left), 13 beams are
crossing the region and the polygon consists of 26 vertices.

M. Palman et al.: Adaptive GT cycle analysis 5



Figure 7: Error surface and computational domain with respect to changes in spool speed for representative flight conditions of Mach 0.3 and
altitude of 5000 m.

Figure 8: Example of computational domain
polygon identification (left) and edges of
the zero-plane spline (right) at M = 0.3,
H = 5000 m, N = 0.38.
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If all of these points have the same sign, the two error
surfaces do not have a crossing in the computational
domain and the solution does not exist, allowing the al-
gorithm to quickly shift to next spool speed. Else, the edges
of the spline that lies on the zero plane can be identified,
Figure 8 (right), defining the crossing between the two error
surfaces. Following same logic, if the sign of the two end
points is the same, there is no solution. Therefore, only if
the curve edges have opposite signs, solution exists and it
must lie within the computational polygon.

As present work relies on iterative solvers, this check
negates the risk of running into infinite iteration loop,
which is inherent in initial condition-sensitive iterative
solvers. This boundary-definingmethod is also useful in the
frameworks of engine control systems and operational en-
velope definitions, where the boundaries of engine opera-
tion are of larger interest rather than its actual performance.

After identifying the computational polygon and con-
firming solution existence, NRmethod can be implemented
in confidence. Center of the field, red circle in Figure 8 (left),
is a good first guess for initializing the simulation. The
complete algorithm is described in Figure 9. Implementa-
tion of this algorithm in MATLAB yields 4.3 s simulation
time for single-spool turbojet.

Broyden’s method

One of the numerical disadvantages of the NR method, is
the inherent requirement to reevaluate the Jacobianmatrix

during each iteration. For systems with n variables, Jaco-

bian matrix has the size of n × n. Therefore, n2 derivatives
are needed to reconstruct the matrix during each iteration.
As the derivatives are calculated using finite differences,

Jacobian matrix construction can entail up to 2n2 error
function evaluations. The actual number of calculations
will be somewhat lower, as engine model provides two
errors simultaneously and the previously calculated point
can also be retained. To ease this computational burden, it
is possible to implement a quasi-Newton technique. One of
the most successful and commonly used quasi-Newton
methods was developed by Broyden [17]. This approach
requires Jacobian matrix calculation only once when
the iterative procedure is launched. Then, in the process of
finding the root for a given problem, Jacobian matrix
is approximated from previous iteration, significantly
reducing the number of computations. The iterative pro-
cedure for Broyden’s method is identical to that used in NR
method, with the only difference of using approximation
matrix B instead of Jacobian matrix:

x(i+1) = x(i) − B−1(x( i)) ⋅ f(x( i)). (11)

The approximation matrix is defined as:

B( i) = B(i−1) + y( i) − B(i−1)s(i)

‖s( i)‖22
(s(i))T , (12)

where

y( i) = f (X(i)) − f (X(i−1)),  s( i) = X(i) − X(i−1). (13)

Implementation of Broyden’s method in MATLAB for
same engine architecture further reduced simulation time
to 4.09 s.

Grid resolution

Beyond the efforts to reduce calculation times for root-
finding problem, major part of the computational burden

Figure 9: NR simulation algorithm for turbojet engine.

Figure 10: Computational polygon resolution
comparison. Polygon at N = 038 (left) and
operating lines (right) at M = 0.3,
h = 5000 m.
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lies on solution existence validation. The number of cal-
culations that are used to identify computational is directly
proportional to resolution of auxiliary beams. Therefore,
coarse resolution can significantly decrease simulation
time, however it should be approached with caution as
insufficient beam number would be detrimental to simu-
lation performance. Figure 10 (left) presents comparison of
found computational field for grid resolutions of 20, ten
and five lines. It can be seen that while reduction to 10 lines
still results in reasonable polygon shape, highly inaccurate
shape can be observed after further reduction to five line
resolution. This is reflected in engine simulation perfor-
mance. When comparing operating line on compressor
map as found by the simulation for different auxiliary
beam resolution, Figure 10 (right), ten-line values correlate
well to higher resolution data, whereas there are visible
breakdowns in the five-line simulation that couldn’t
converge in several cases.

Muller’s method

Additional approach to reduce calculation time during
solution existence validation can be by focusing on
improving the edge search for cross section line. Instead of
using simple bisection method, which is known to be one
of the less efficient root finding methods, a faster conver-
gence technique can be implemented. One of themost agile
methodologies is Muller’s Method [18]. This algorithm
starts with an initial guess of three points. Then, parabola
is constructed through these locations. One of the parabola
roots becomes the next root estimation. In following, value
of the error spline at the new root is used to construct new
parabola. The procedure is repeated until convergence.
Overall, the iteration procedure is described as

X(i+1) = X(i) − 2C

B ±
̅̅̅̅̅̅̅̅
B2 − 4AC

√ , (14)

where A, B and C are the parabola coefficients that can be
calculated according to

A = qF(X(i)) − q(1 + q)F(X(i−1)) + q2F(X(i−2)),
B = (2q + 1)F(X( i)) − (1 + q)2F(X(i−1)) + q2F(X(i−2)),

C = (1 + q)F(X(i)), (15)

q = X( i) − X(i−1)

X(i−1) − X(i−2) . (16)

Clear advantage of Mueller’s method can be demon-
strated using exemplary case study of Figure 8 (right).
Figure 11 describes iterative procedure for the upper and
lower spline edges search along polygon boundary, using
both bisection and Muller’s methods. In both cases,
Muller’s method is significantly advantageous to classical
bisection approach. During upper edge search, Muller’s
algorithm converged within three steps, whereas bisection
method required 14 iterations. Same tendencies are present
in lower edge calculation, where it took Muller’s technique
only four iterations to identify the edge compared to 14
steps of bisection convergence.

Optimized algorithm validation

The proposed numerical approaches can be implemented
into optimized simulation tool, which can be validated
against commercial GasTurb13 software. Same single-
spool turbojet engine is modeled in GasTurb13 and the
results of the commercial and in-house codes are
compared in Figures 12 and 13 in terms of operating line,
thrust rating and fuel consumption respectively. The
findings are in close agreement with 1.35% average devi-
ation in operating line, 1.84% average deviation in thrust
rating and 0.64% average deviation in fuel consumption.
This deviation magnitude suggests that the algorithm is

Figure 11: Search for the upper (left) and
lower (right) spline edge (M = 0.3,
H = 5000 m, N = 0.38).
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capable of accurately resolving the cycle performance.
Overall, the suggested simulation approach provides
reliable outputs and can be used to outline the benefits of
each numerical method in significantly more complex
cycles.

Algorithms comparison in adaptive
cycle simulation

As present effort focuses on exploring the paths towards
high-speed modular advanced cycle simulation, having
already compared the performance of the different
methods in single-spool turbojet scenario, same methods
must be compared in higher order models. One of such
previously conceptualized architectures is an adaptive
cycle turbofan with variable bypass and gearbox ratio.
Compared to conventional turbojet, which can only variate
its fuel flow rate via throttle, this design, described in detail

in Ref. [6], has two additional control parameters (gearbox
ratio and variable bypass nozzle).

Towards results consistency, all comparisons are done
for same flight conditions using single CPU core on same
hardware and software. The NR, Broyden, NR coupled with
Muller and Broyden coupled with Muller approaches are
evaluated for both engine configurations using 10- and
20-line auxiliary beams grid. The simulation times for all
cases are summarized in Table 1.

It is interesting to note that although Broyden’s
method is known to have slower convergence rate then NR,
it achieves lower computational load due to estimation of
Jacobian matrix. Exemplary solution path for both Broy-
den’s and NR algorithms is presented in Figure 14 using the
previously discussed case study. In this case, NR algorithm
converged in four iterations. In comparison, although
Broyden’s method converged in 11 steps, due to Jacobian
matrix evaluation only in the starting path point, reduced
number of error evaluations directly translates to
decreased simulation time in both engine configurations.
As expected, further time reduction is achieved by
reducing auxiliary grid resolution and implementing
Muller’s method during solution existence validation.

Figure 12: GasTurb13 and in-house code operating line comparison.

Figure 13: GasTurb13 and in-house code
thrust rating (left) and fuel consumption
(right) comparison.

Table : Root finding approaches simulation times (in CPU time
units).

Turbojet Adaptive Cycle
Turbofan

 lines
grid

Newton-Raphson . s . min
Broyden . s . min
Newton-Raphson &
Muller

. s . min

Broyden & Muller . s . min
 lines
grid

Newton-Raphson . s . min
Broyden . s . min
Newton-Raphson &
Muller

. s . min

Broyden & Muller . s . min

M. Palman et al.: Adaptive GT cycle analysis 9



To further highlight the difference between NR and
Broyden methods, additional complexity can be added to
engine architecture. For example, addition of recuperation
to the cycle will impose another computational variable
into the algorithm. A simplified heat exchanger model can
be added according to Ref. [19].

Based on recuperator design condition, off-design ef-
ficiency and pressure losses on the cold and the hot sides
can be evaluated. Efficiency is defined as

η = 1 − ṁ
ṁds

(1 − ηds), (17)

cold side pressure loss is evaluated from

Pin − Pout

Pin
= (Pin − Pout

Pin
)

ds

⎛⎝ṁin
Pin
⎞⎠2

T1.55
out

T0.55
in

⎛⎝ṁin
Pin
⎞⎠2

ds

T1.55
out, ds

T0.55
in, ds

, (18)

and hot side pressure loss is calculated via

Pin − Pout

Pin
= (Pin − Pout

Pin
)

ds

ṁ2
inTin

(ṁ2
inTin)

ds

. (19)

In recuperated engine cycle, combustor inlet temper-
ature, which is the heat exchanger cold side outlet, is the
new simulation variable. Evaluated off-design efficiency
provides hot side inlet temperature directly from heat
exchanger efficiency definition

η = Tcold, out − Tcold, in

Thot, in − Tcold, in
. (20)

After solving the combustion chamber and the turbine
modules, iterated recuperator efficiency is compared to
initial estimate. The difference between the two values is
additional simulation error. Thus, engine model formula-
tion Should now be described by three variables and three
error functions. In this case, the size of Jacobian matrix
becomes 3 × 3, significantly increasing the number of error
function evaluations.

This effect of adding heat exchanger module is eval-
uated in both engine configurations. Design point effi-
ciency of 80%with 3% pressure drop on both cold and hot
side is assumed. The recuperated cycles are evaluated only
using 10-line auxiliary beams grid. Outcome of this inves-
tigation is summarized in Table 2.

It can be observed that despite increased size of the
Jacobian matrix, due to pressure losses in the heat
exchanger, the simulation times are close to non-
recuperated engines. As pressure loss is directly propor-
tional to engine flow rate, higher spool speeds impose
higher pressure loss. This phenomenon significantly re-
duces the number of converged operating points, with
unsuitable points filtered out by solution existence check.
However, regardless of this effect, an increasing gap be-
tween NR and Broyden’s methods can still be registered.

To highlight the usefulness of this simulation
approach, preliminary analysis of conceptual micro-
turbojet to micro-turbofan conversion project can be
considered. Using the same engine core, this would require
increased power extraction from the turbine to support the
fan stage. In this scenario, increased core inlet pressure
would not only allow higher turbine power, but would also
result in higher thermodynamic cycle efficiency. Although
large-scale turbofan engines typically have booster stages
to achieve this effect, a different concept can be adopted in
this hypothetical micro gas turbine project, where small
spatial scales could potentially prevent booster installa-
tion. Instead, hub loaded fan with higher hub pressure
ratio can perform as a booster stage. In this atypical case,
the fan hub and tip regions will have separate fan maps,

Figure 14: Converged solution paths of Broyden’s and NR methods
(M = 0.3, h = 5000 m, N = 0.38).

Table : Simulation time of recuperated engine configurations (in
CPU time units).

Turbojet with
HEX

Adaptive Cycle Turbofan
with HEX

Newton-Raphson . s . min
Broyden . s . min
Newton-Raphson &
Muller

. s . min

Broyden & Muller . s  min

10 M. Palman et al.: Adaptive GT cycle analysis



which need to be individually accounted by separate sets
of β-coordinates, leading to increased simulation times.

To emphasize the differences between the solvers in
this case, they can be evaluated in realistic mission design
space. In this case, the enginemodel needs to be solved for
ranges of Mach numbers and altitudes. A realistic flight
envelope covers Mach range of 0–0.9 and altitude range of
0–9 km and can be resolved with Mach number steps of 0.1
and altitude steps of 1 km. Thus, the design space would
result in 81 distinct flight conditions. Knowing the repre-
sentative solution time for each flight condition allows
evaluation of simulation time for the complete envelope.
The results for each solver are summarized in Table 3.
Clearly, in this case, simulation time is of tremendous
importance and optimized simulation methodology be-
comes increasingly crucial tool.

It is important to note that although all cases were
compared using MATLAB towards simplicity and faster
implementation, it is an interpretive programing language,
which is relatively slow. For example, it is known to be up
to 11 times slower than C++ programing language [20, 21].
Thus, using compiled programming language and further
optimizing the code will lead to significantly reduced
simulation times akin to those, which are typical in various
commercial cycle simulation codes. Regardless, the bene-
fits of the presented methods will also scale accordingly.

Summary and conclusions

The present paper focuses on comparison of various nu-
merical approaches in the framework of simulation
development for increasingly complex engine models.
Starting with outlining the numerical challenges of typical
modular engine simulation tool, several paths are sug-
gested to improve computation times for engine operating
point. At first, the engine model is solved as an optimiza-
tion problem using surrogate and particle swarm ap-
proaches. Although this formulation reduces simulation

time, the outcomes are insignificant on the grandscale.
Moreover, parallelization attempts result in higher times
when compared to single core formulation.

In following, several suggestions are made to enhance
the classical solution procedure. NR algorithm is imple-
mented to shorten the root finding time. To further reduce
computational load, a solution existence check method-
ology is implemented and NR is replaced with significantly
faster Broyden’s procedure. Additional improvement is
done by reducing auxiliary grid resolution and applying
Muller’s technique during computational domain identifi-
cation phase. The combined effect of Muller’s and Broy-
den’s techniques reduces the overall flight envelope
simulation time by 3.3, 7.3 and 12.3% when compared to
combination of Newton-Raphson and Muller’s methods,
only Broyden’s method and only Newton-Raphson
method, respectively.

The impact of sequential code improvement is high-
lighted in representative single-spool turbojet and adap-
tive cycle turbofan configurations. As adaptive cycle
engine has additional gear and bypass ratio control pa-
rameters when compared to the turbojet architecture,
which can only variate spool speed, the increased model
complexity results in significantly increased simulation
times. The engine model is then further expanded to
include recuperation. Although addition of heat exchanger
imposes another degree of freedom, the pressure losses
reduce the number of converged engine operating points.
Therefore, due to solution existence validation procedure,
which filters un-convergable points prior to simulation
start, the computation time remains unchanged. Finally,
micro-turbofan with hub loaded fan is considered and is
used to highlight the code differences in realistic design
space.

According to the best knowledge, the present work is
the first quantitative comparison of individual solvers and
their cumulative effect, particularly geared towards
advanced gas turbine cycle simulations. It is the hope of
the authors that the findings of this study would help
establish the path towards future optimized simulation
codes, regardless of the selected implementation
framework.
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